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It is a capital mistake to 
theorise before one has 
data

SHERLOCK HOLMES 
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First incident is going to SUCK

This isn’t a solution, it’s a deferral
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Measure everything
Expensive (time, money & resources)

Lots of noise

Does not scale
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What questions do we want 
to be able to answer with our 
operational resources?

TAKING A STEP BACK
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Requests are accepted, but then fail

Requests start being rejected

There are no suitable shards

Incorrect shards were selected

There is insufficient data to make decisions

Infrastructure metrics

Application metrics

Infrastructure 
health  
Useful metrics tied to 
components in your 
techstack.

Application health 
Useful metrics tied to the domain 
of your application
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Metrics about the shards, 
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SHARD SERVICE INFRASTRUCTURE 



Region capacity 
exhausted

Monitors

Surge in errors 
logged

Shard capacity 
exhausted
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What questions do you want to answer?

Why 
does your service exist 
(what are its roles and 
responsibilities)?

What 
does it look like for those 
roles and responsibilities 
to degrade?

How 
can you verify whether or not 
such a degradation is 
occurring?
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What level of service you can 
commit to offer

SERVICE LEVEL OBJECTIVE

E.g. 99.99% requests should succeed



We were not 
alone



Process dedicated to regularly reviewing, 
discussing and iterating on operational 
health

TECHOPS
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Reduce the number of noisy alerts
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Report
Alerts, dashboard screenshots, incidents…Reduce the number of noisy alerts
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CASE #2 - RELIABILITY INCREASE
Total High priority Low priority



CASE #3 - ALERT REDUCTION
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Verify you’re measuring the right things?
How can you…



Review your operational 
resources!



…frequently

Review your operational 
resources!
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Going a step further…
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Dashboards



JIRA SHARD DASHBOARD (SUBSET)

286



Cue, templates



This can be solved at the 
platform level

SERGEJS SINICA, ATLASSIAN SENIOR DEVELOPER

Cue, templates
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83.5%
maintained operational resources through the UI
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67%
kept their team up to date via “tribal knowledge” 
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23.1%
satisfied with their existing process



“We've been saying for eons that we should 
put our monitors and dashboards into code, 
but the task is too big to start so we don't do 
it. Over time the job just gets bigger and 
bigger and less likely to get done :P”

ATLASSIAN DEVELOPER
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The “all seeing eye” for dashboards & monitors 

Introducing, Sauron
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Monitors    

Dashboards                            

Screenboards                          

shard-service operations
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change?

How can you…



Define operational resources 
in code
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Review, review, review



Select

VerifyKeep up

Learn what questions you want to answer

Review, review, reviewDefine all the things in code



Thank you!


